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Abstract. The emergence of personal mobile computing and ubiquitdues- w
less networks enables powerful field applications of videasning, such as
vision-enabled command centers for hazardous materg®nse. However, ex-
perience has repeatedly demonstrated both the fragilitigeofvireless networks
and the insatiable demand for higher resolution and moreovadreams. In the
wild, even the best streaming video mechanisms result inréselution, low-
frame-rate video, in part because the motion of first-persobile video (e.g.,
via a head-mounted camera) decimates temporal (interefraompression. We
introduce a visualization technique for displaying lowtaite first-person video
that maintains the benefits of high resolution, while mirzimg the problems typ-
ically associated with low frame rates. This technique hasihexpected benefit
of eliminating the “Blaire Witch Project” effect — the naasiducing jumpiness
typical of first-person video. We explore the features amfits of the technique
through both a field study involving hazardous waste didpmsa a lab study of
side-by-side comparisons with alternate methods. Thentquk was praised as a
possible command center tool, and some of the participaritseilab study pre-
ferred our low-bitrate encoding technique to the full-fi@righ resolution video
that was used as a control.

1 Introduction

The emergence of personal mobile computing and ubiquitingdess networks allows
for remote observation in uncontrolled settings. Remogeolation is powerful in sit-
uations in which it is not possible or too dangerous for areokey to be present at the
activity of interest. These include coverage of breakings)eemergency response, or
grand parents joining the grandchildren on a trip to the Zbe.application investigated
in this paper is video-support for a supervisor overseearpldous materials disposal.
Despite incredible advances in wireless networking andntbile devices con-
nected by it, our repeated experience is that wireless mksnia uncontrolled set-
tings are fragile, and there is seemingly unlimited demasdnfiore video streams
at higher resolution. Modern video streaming techniquesihedepend on temporal
(inter-frame) compression to achieve higher frame ratédevminimizing the impact
on resolution when operating at the network’s capacityddmhately, the panning mo-
tions common to first-person mobile video (captured from adicam, say) virtually



Fig. 1. Snapshots of two transitions in progress. The top row dsmctamera pan from left
to right where the frames do not overlap. The bottom is a mdrpm the frame on the left to
the frame on the right as the camera pans down and to the righadk at the child. The live
experience is one of smooth camera movement.

eliminates inter-frame compression. To stay within thelatsée bandwidth, either the
frame rate or the resolution must be reduced. In applicatiike hazardous materi-
als disposal, image resolution cannot be sacrificed, makiog-frame-rate encoding
the only viable option. Ironically, lower frame rates fugtireduce the likely overlap
between frames, further reducing inter-frame compression

The problem with low-frame-rate video is that a one-secaotetval between frames
is long enough to disorient the viewer. This is especialhg twith head-mounted cam-
eras because it may only take a fraction of a second for thve teigotate 180 degrees.
With little or no overlap between successive frames, thev@rdacks the information
required to understand how the frames relate to one andgkien in a relatively un-
changing outdoor environmentwhere there is a large fieldesi\a viewer can become
disoriented looking at the camera’s view of the ground wirendamera operator looks
down to avoid obstacles.

In this paper, we present a visualization technique thaimines the confusion
caused by low-frame-rate video, using modest hardware evakpsing. If the orienta-
tion of the camera is known — either by attaching tilt senamian electronic compass
to the cameras, or by using an online vision processing ifgoron the cameras —
we can generate a visualization that shows the viewer hosespent frames relate to
one another. The visualization takes the form of a dynamaigsition similar to those
described for switching between two streaming cameradddda the same environ-
ment [1]. A transition (Fig. 1) has two components: movengestation) of the viewing
portal from one frame to the next, and a gradual alpha-bletdden the overlapping
portions of the frames. If the frames do not overlap at a#l,abrrent frame rotates off
of the screen, a spherical grid (as viewed from the centeh@fphere) continues to
show the degree and direction of orientation, and finallyniéxe frame rotates onto the
screen. The net effect is a high-frame-rate interpolatfdhecamera’s motion between
the frames. These transitions intuitively convey the iedgpositions of the frames, and
no users in our user study reported anything more than aotasiemporary confu-
sion when watching long sequences of these transitionst®tie visual nature of this



work, we encourage the reader to view some short video clipgiositions download-
able from the webHttp://ubivideos.homeip.net

No knowledge of the camera’s position is required, unllke pinevious work in-
volving inter-camera transitions [1]. The assumption igttthe amount of positional
change in the interval between two frames is not significamd, the results of our user
studies confirms this. Even without the explicit represemteof position, however, the
viewers still have a sense of movement through the enviromm&t only is there the
illusion of movement similar to the illusion experiencedemhwvatching any sequence
of frames, but there is real movement as well. The manner inhwhe align the subse-
quent frames when there is frame overlap, and the trangigbmeen the frames, creates
the sensation of movement. At times the alignment will cahsentering frame to start
off smaller than it really is, and then grow in size (zoom injilit fills the screen. This
zooming creates the appropriate sensation of moving fat{zarconversely, backward)
through the environment.

We explore the features of this approach in part with a fialdstof a hazardous
materials (hazmat) supervisor remotely monitoring a likkew feed — transmitted over
a “broadband” cellular network — of two hazmat workers d&pg of hazardous chem-
icals. The camera was mounted on the mask of one of his teanbarensuch a system
configuration is motivated by a response in a damaged andicleawironment. The
supervisor’s impressions of our visualization technigeeassurprisingly favorable, and
he dismissed the alternative encodings that were avail@hke unmodified low-frame
rate video left him feeling disoriented, and the low-quabfps (frames-per-second)
video was so choppy and disorienting that it interfered Wwiththinking and made him
nauseated.

We explore the finer distinctions among the various appreath low-frame-rate
video with a laboratory study in which 14 subjects were askegiew video clips
of three different scenes that were encoded in four diffenerys. A surprising result
of this study is that four of the subjects actually prefemadching our 1fps transition-
enhanced video over full-frame (12fps), high quality viddearly all of the participants
preferred our visualization to the 5fps video clip that wasaded at a comparable
bitrate. One further interesting result is that nearly &the participants were unable to
discern the difference between a clip that performed a srafijnment and blending
between frames, and one that also performed a morph betivedratmes to produce
more seamless transitions. This result can be explainedeyrain’s ability to commit
closurewith minimal cognitive load when modest amounts of visudbimation are
missing [2].

The remainder of this paper is organized as follows: In sact we motivate the
use of video in a disaster response setting, and describeotisraints that such an
environment places on technical solutions. In section 3 e&cidbe our solution in
detail, and section 4 discusses related work. We presenfieddrand lab studies in
sections 5 and 6, and then conclude.

2 Motivation

There are many situations in which high-panning low-btereideo can have value.
Consider, for example, CNN coverage of hurricanes or rem@atetorn areas where
CNN resorts to satellite-phone video segments. These taedslerable for the talking-
head shots, but panning of the surrounding environmentdw stiewers what is hap-



pening results in a dissatisfying choppy, grainy image rélaee also man-on-the-street
news reporting scenarios where it might be desirable to & ddw-bitrate video. Break-
ing news such as an accident, prior to the arrival of tradéti¢elevision cameras, could
be viewed through citizen cameras with feeds transmittedt oellular networks, or
overlooked news could be streamed direct to the interneitlzgis mobile phones.

On a more personal level, our user study revealed that peagyebe interested in
viewing live first-person streams of their distant lovedesriGrandparents, for example,
may want to join the grand kids on a trip to the zoo.

2.1 Hazardous Materials Disposal

The use of video during the early stages of a disaster respansven during the
late stages of a chemical clean-up are scenarios that cangaeted today. This pa-
per focuses on this latter scenario, and we have used th@eemnts of a hazardous
materials (hazmat) supervisor as the requirements forideowstreaming solution. We
interviewed the Hazardous Materials Business Plan Man@ugeeafter referred to as
Tod) at the University of California, San Diego (UCSD) to elatine how he thinks a
live video feed could be used in managing a hazmat scene.

Although Tod’s team is trained and ready to handle disastnarios, a typical inci-
dent is thankfully fairly mundane. On a university campts, inost typical emergency
condition is a fire in a laboratory that contains toxic cheatgcAfter the fire has been
put out and the situation has been stabilized there is of@rbatantial cleanup effort
that can take anywhere from days to weeks — all of which mustdséormed in full
suits with masks and respirators. Tod’s primary conceridwne of these responses
is ensuring the health and safety of his team. As a commaitdgthis job to know
what is going on, to interface with the various entities oargc(such as fire fighters,
witnesses, and lab managers), and to supervise the ssibitizand cleanup of the en-
vironment. Currently, Tod does not operate with any visaélthe scene, and because
of this, he often rushes to an incident so thatan be the first person to enter the en-
vironment. This way he can use his memory of the conditiorretp him make future
judgments.

As one of the most experienced members on his team, Todedsleat he could use
the information he receives from video feeds to help idgritdzards, to coach the less
experienced members who are on the inside, and most implgrtarsee that his team
is active and healthy. Fatigue and heat exhaustion is ausepmblem in this line of
work, and the hero mentality that is common among first redpmioften causes these
symptoms to go unreported. Tod said he would go so far as te imakeam members
hold their air gauges to the camera since he does not neitetseit their self-reports —
not because the team members are untrustworthy, but betteusgmptoms of fatigue,
the conditions of the environment, and the cumbersome thatsare being worn could
cause errors in the reading of the displays.

Ouir first reaction to the requirement for health and safedgliregs was that sensors
that report such things as heart rate, body temperaturec@itd transmit this data at
a much lower bandwidth. Tod, however, was eager to investd@o/because the same
information could be conveyed by observing the body postime the activity of his
team, as well as support the other functions cited abovealditisat feeling like he is
actually there, in the environment, is important to him.

There are other benefits to having video. For example, whatldhbe a simple
task, like finding a shut-off valve, becomes difficult whe fheople who know the



environment (lab managers, for example) cannot see whaigbele on the inside are
seeing. Not only would the lab manager be operating from nmgrbat the memory is
likely outdated since the conditions in the lab may now be défferent.

The preference for head-mounted cameras over pan-tilazopod-based cameras
is motivated by shortcomings of fixed cameras. There is ngoreavhy fixed cameras
cannot also be supported, but the dynamic nature of a haaspbmse suggests the
need for mobile cameras. It would be very difficult to pogitiixed cameras, even
with pan, tilt, and zoom capabilities in a place that wouldeggnough coverage of the
environment while still providing detail of the activitie$ the team members. Multiple
cameras would be required if there are multiple work envitents with obstructions
(e.g., walls, furniture, or debris) between them. A headsnted camera has the benefit
that it is almost always focused on something that is of irtgyare to at least someone
(the camera operator).

2.2 Networking Challenges

Operating in real-world environments is always challeggibut we are continually
been surprised by just how challenging the conditions areviteless networking. In
prior work, we attempted to stream video during county-sooed disaster drills across
an 802.11b wireless mesh network [3]. We were confident ofesss; given that we
were using a network that was carried on scene, self-corfigand is battery pow-
ered. Two drills later, in which thousands of people wereined, with helicopters,
fire trucks, and the media interfering with the network in muous ways, we are still
learning how to deal with the realities of wireless netwnogkin disaster response. And
being just drills, the conditions of a real disaster sceneld/de different still. The
following list of network challenges is derived from our ejgnce operating in these
environments.

Weak infrastructure supportOne cannot rely on an existing network to exist, with
the possible exception of cellular networks, which havé tosters far removed from
the incident. In large scale disasters, though, cellulavokks have been overloaded,
rendering them them useless for extended periods [4].

Unreliable networking.For networks brought on site, expect frequent network cenge
tion and failures, causing device disconnects. Interiggéncaused by both natural phe-
nomena and competition with other networks deployed in #émeesspace (pre-existing
or imported for the response).

Low bitrate. Even on an 802.11b wireless network which has an effectigdesisource
bitrate of 6.2Mbps, with three cameras on a wireless meshawe not been able to rely
on much more than 100kbps per stream. Noise in a real-wovideerment contributes
to this loss of throughput, as does the fact that the totalutinput drops drastically
as more nodes are added to the system. Empirical studiesshaws that with more
than eight nodes, total throughput decreases to roughlyp2M}b]. Also, since each
camera is mobile, the perceived signal strength of the lace¢ss point (and thus the
bandwidth of the connection) will vary depending on the taraof the camera and
intervening obstructions.



2.3 Video Compression Challenges

The conditions that have been outlined so far present afiigni challenge for video
compression. Let us first motivate the need for compressinoompressed CIF (352x288
pixels in RGB24 format) video playing at a typical 30fps riega a 69Mbps pipe. With
spatial compression, each frame can be reasonably corefriesem 297KB to a 12KB
JPEG image. This compression technique, called MJPEG ¢md®EG) reduces the
bandwidth requirements to 2.8Mbps. Temporal (inter-frapoenpression like that pro-
vided by MPEG makes it possible to reduce the bitrate to tlki80s range without
sacrificing much in terms of quality.

At the most basic level of detail, an MPEG-style encoder wadughly as follows:
A group of pictures (GOP) begins with an I-frame (which carttmught of as a JPEG
encoded image), and is followed by multiple P-frames (a ipted frame which en-
codes the difference between the current frame and thequefiame). A P-frame is
more than just the simple difference between frames, theutife motion of objects
between the frames is taken into account and is encoded asmweictors. We will
ignore B-frames since they are not important for this dismrs The length of a GOP
is usually specified as a parameter to the codec, but may alsetermined by scene
changes. None of the P-frames are useful if any of the previi@mes are lost, so I-
frames are important for error recovery in streaming sdesaor to facilitate random
access playback for locally stored media.

If there is significant redundancy between frames, the rdiffee between P-frames
will be small, and a high level of compression will be possibf, on the other hand,
there is a lot of rapid panning (a common characteristic st-fierson video), the differ-
ences between frames will be great, and the P-frames maynaffieetter compression
than the I-frames. With traditional video codecs, theredsvay around this. Without
temporal redundancy, there is little chance of doing bétten MIPEG.

There are three options for rate-limited video that doeshawe temporal redun-
dancy (assuming the use of traditional codecs). (1) Thedreate can be reduced, (2)
the encoding quality of each frame can be reduced, or (3) duw@tion of these two
alternatives can be used. Reducing the frame-rate makegén@choppy and jittery —
a condition that many users in our user study could not ttdeReducing the frame-
rate below 5fps changes the experience of video to a sequérstdl images. As the
frame rate drops, it becomes difficult to track objects, arehtually it is even difficult
to orient yourself in the scene. The other option, redudieginage quality, has similar
problems. While the motion will be smooth, the blurrinesstef image may make it
difficult to identify objects.

To get the bitrate within 100kbps (to support three streamew mesh network),
we have to sacrifice both the frame rate and the image qualiyder to have the feed
continue to look like video (in other words, stay above 5fy#¢ found, and our user
studies confirmed, that video at this quality is really notegatable in most circum-
stances. The choppiness and blurriness induce nauseaaaaches.

The remaining choice, then, is to drop below 5 fps and opgnristead on image
quality. Referring back to our MJPEG calculation above,dtierage JPEG encoding
size of 12KB at 1fps translates into a bitrate of 96kbps. P down to one frame
per 1.5 seconds comfortably keeps us under 100kbps and eteeaggunder the 64kbps
1xEVDO cellular network limit.

In an unreliable network, MPEG has an additional problenckp&loss results in
a garbled image until the next I-frame is received. If tengboendundancy is low,



anyway, it may be best to limit the effects of packet-losswgtividual frames by using
an MJPEG-style compression scheme instead. This is ouvatioth for using MJPEG.

3 Our Approach

To reduce the disorienting effects of low-frame-rate vidmar concept is to perform a
dynamic visual interpolation between frames using meta daptured from a digital
pan/tilt compass or inferred using vision techniques. Irtipalar, we align the frames
in a spatially consistent way in a 3d graphics environmend,taen use rotational and
translational motion to segue between the frames, produihigh-frame-rate expe-
rience that captures the effects of camera motion. Becawsisp frame stitching is
impossible in real-time using 2D data, we use a dynamic okassalpha-blend to help
the viewer correlate the information in the overlappingpaf the frames.

An imperfect alignment between two frames, due to, saygdusate sensor readings
is less of an issue than might be expectéthsureis a property of the human visual
system that describes the brain’s ability to fill in gaps whamen incomplete informa-
tion [2]. It is a constant in our lives; closure, for examptenceals from us the blind
spots that are present in all of our eyes. So while there istgitn and maybe even
significant misregistration between frames, the humamlwasily resolves these ambi-
guities. An interesting result of our lab study is that altmasusers were able to discern
the difference between segues that involved roughly atigreenes and those that were
more accurately aligned. In fact, of the few users that cdigddern a difference, some
of them actually preferred the rough registrations. Clessithat powerful.

The rest of this sections describes the details of our agproa

Creating a Panoramic EffectOur approach can be described as the creation of a dy-
namically changing and continually resetting sphericalggama. Each incoming frame

is positioned on the panorama, and projected onto a plabistaamgential to the sphere

to avoid distortion. A dynamitransitionthen moves the user’s viewpoint from the cur-
rent position within the panorama to the incoming frame’sipon (Fig. 1, bottom).
The user’s viewport has the same field of view as the sourcegmo the frame fills
the entire window once the transition is complete. Moverhetween frames looks like
smooth camera panning. There may also be a translatiorifaighmotion effect if the
camera moves forward or backward through the scene.

A new panorama is started when consecutive frames do nolapvifig. 1, top).
The frames are positioned at their relative locations orsfiteere, with an appropriate
gap between them. To help the user stay oriented, a wirefodithe sphere that serves
as the projective surface is displayed. Horizontal andaadrtotations are thus easily
recognized. The grid wireframe could be further enhanceddyding markers for the
equator and the cardinal directions.

The planar simplification of 3d space only works for a shaeiival when cameras
are mobile. For this reason, at most five frames are placedjimem panorama. The
oldest frame is discarded when this limit is reached. Thigtsa significant compromise
because the source and target frames of a transition mdktlyefiviewport, and any
other frames in the panorama are filling in around these two.

Frame placement in the panorama is managed through a remm#gvel scheme,
as described in the rest of this section.



Image-based Frame Placementhen inter-frame rotations are not too large, we use
an implementation of Lowe’s SIFT algorithm [6] to find mategipoints between a
new frame and the previous frame, and then do a best-fit aighof the frames to fit
the new frame into the panorama. The point-matching is peéd on the camera units
in real-time, and the list of matched points between theesurirame and the previous
frame are transmitted with each frame. In order to perforemtiatches in real-time on
our camera devices, the frame is downsampled to a quartduties (QCIF instead of
CIF) prior to analysis by SIFT. The result is good even at lihiger resolution.

For each incoming frame, our rendering engine looks at giefimatching points
and determines if there is a match with the previous framenélp remove erroneous
matches that made it through the RANSAC filter [6], we furtfiker the data based
on the expected usage pattern of the camera. For example thimcamera is mounted
on a person’s head, we may be able to assume that if matchints morrespond to a
side-to-side tilt of the camera by more thar? 46e matching points are erroneous.

The new frame is aligned to the previous frame by determiaimgffine correspon-
dence between the frames. We look at the relative positioenttion, and zooming
based on the two control points in each frame that are furtigest. After aligning the
new frame, the frame is warped so that the matching pointexaetly aligned. Sur-
rounding points are warped by an amount proportional tortlierse of the distance to
the neighboring control points. A transition to this newnfi@thus involves a morph
as well as the standard rotation and alpha-blend. At the étitedransition, the new
frame will be unwarped, and all of the other frames will batetl and warped to match
the control points in the new frame.

Even with point matching, the alignment is not fully preci€ar planar simplifi-
cation of 3d space makes objects in the scene that are atsddiffdrent to those of
the points that have been matched be less accurately alined if the depths of the
matching points were recovered, the number of matchingtp@i0-20) is very small
relative to the number of objects and object depths in thaescgo any recovered ge-
ometry would be coarse. Also, since we are operating in n@dr@nments, dynamic
objects that move between frames will not have any pointespondences, and thus
will not be accurately aligned. Nonetheless, with the hélplasure this technique can
produce very pleasing results.

Sensor-based Frame Placemem/hen SIFT fails to produce matching points for a
new frame, the frame’s placement depends on sensor datargdtfrom the camera
rig. The camera units we use are integrated with tilt sensodselectronic compasses
that record the tilt, roll, and yaw of the cameras at 15hzsTiiormation allows us to
position the frames on the sphere. However, the sensoramcisrnot good enough for
generating a multi-frame panorama. Thus, the placemeniobf g frame initiates a new
panorama with the single frame. The rotational part of thadition is still performed
with the dynamic alpha-blend, using the previous framerew frame'’s relative sen-
sor data. However, since we do not have information aboutélative or absolute
locations of the frames, we are unable to determine theivelatanslational position-
ing between frames. The resulting experience mitigatesdméusion caused by low
frame-rate video, but often lacks the aesthetics of the i@ana and higher precision
placement.



4 Related Work

We are not aware of any related work that directly addressesanditions we have
set out to handle in this paper, but there is some work thatllearsubsets of these
problems.

RealityFlythrough, which provides ubiquitous video sugidor multiple mobile
cameras in an environment, uses visualization technigoéiasto the one we propose
in this paper, but for inter-camera transitions [1]. It rega knowledge of the positions
of the cameras, as well as the orientations, effectiveljtilig its use to environments
where ubiquitous location sensors are available, suchtaeors.

Irani, et al. directly address the problem of encoding pagmideo [7]. They con-
struct a photo mosaic of the scene, and are then able to efficencode new frames
by using the difference between the frame and the mosaiagUkis technique, it no
longer matters if consecutive frames have much overlagusecthe assumption is that
similar frames have overlapped enough in the past to caridtre mosaic. Irani reports
significant compression improvements over MPEG which wasstandard in 1996,
and even using today’s standards the quality achieved di2ik impressive. Unfor-
tunately, mosaic-based compression cannot be used fodiegcmobile first-person
video because the cameras are mobile. Mosaic-based caigoresorks well as long
as the camera remains relatively static and pans back atiddfeer the same scene, but
if the camera moves through the scene, there will be littigootunity to find matches
with previous images. Essentially mosaic-based commmessitends the search win-
dow for similar frames. If there are only a few similar frami#slioes not matter how
big the search window is, as there will rarely be a match.

There are many examples of codecs that are designed to waviatess, low-
bit-rate environments, although these codecs generdifyorethe significant tempo-
ral compression that is possible in “talking-head” videa26# [8] (also known has
MPEG4-10) represents the current state-of-the-art. MREG@] (commonly referred
to simply as MPEGA4), the previous state-of-the-art, is mestablished and is more
likely to be supported in media players. There is little p@tidble difference between
codecs that support these standards when compressingdissin video at low bit-
rates. This is not surprising considering the absence ofiwppities for temporal com-
pression.

A non-traditional approach to video compression propogeiddmogortsev, varies
the quality of the video based on where the viewer is lookird].[By using eye-gaze-
trackers on the viewer, and predicting where the viewerladk next, the overallimage
quality can be low, but the perceived quality would be highisTapproach would be
difficult to implement in the environments we support beeatle network latency is
high (4-5 seconds); the gaze direction would have to predifztr in advance.

There has been substantial work on generating panoranmasfilbphotographs[11,
12]. Real-time dynamic creation of panaoramas on a handiaaheéra device has been
used to help with the creation of a static panorama [13]. Ranas can also be effi-
ciently created from movie cameras assuming the camersiSquois relatively static [14].
All of these techniques require some way to match points éetmimages. We rely
heavily on Lowe’s SIFT algorithm [6], specifically the Autampo implementation of it
(http://http://autopano.kolor.com/ )



5 Hazmat Field Study

We had several goals for our field study. First, we wanted tmkifi our visualization
technigue was suitable for a hazmat command center. Sesendanted to see if our
system could work in a realistic environment for an extengleribd of time. And third,
we wanted to discover the motion model of a head-mounted izaaixed to someone
doing a real job, oblivious to the presence of the camera.

5.1 Experimental Setup

The SceneEvery week, two members of the the UCSD hazmat team performia-m
tenance task that that doubles as an training exercisedponse to an accident. All of
the hazardous waste that has been collected from labs atbaendhiversity is sorted,
and combined into large drums in a process that is céilgking of solvents. This task
serves as an exercise, as well, because full hazmat geabmusirn during the pro-
cedure, giving the team members (we will call thénikerg experience putting on,
wearing, and performing labor-intensive tasks in gear tivay will use at an incident
site. The bulkers also learn how to handle hazardous mistarid obtain first-hand ex-
perience with the properties of the chemicals with whicly e dealing. For example,
it is not uncommon for labs to mislabel their materials, vihtan result in a dangerous
chemical reaction when the materials are combined in thesru

The bulking process typically takes one to two hours dependi the amount of
waste material (roughly 250 gallons on average). During tiiie the bulkers are iso-
lated in a closed room because they are the only ones weagirigreent to protect
them from the noxious fumes. Tod, the team leader introdircedction 2, often wor-
ries about the health of his team during these exercisesioakd forward to using a
video system similar to the one tested so that he can chedkedoutkers periodically.
When we suggested that a permanent, wired camera might keeappropriate for this
particular situation, he re-emphasized how important gragion and training were in
his field. He wants his team to be training in the actual eqeipnthat will be worn
during emergencies. They need to feel comfortable using\vaading it, and Tod needs
to have enough experience with it to trust it.

The Equipmentlt was important to make the camera system as wearable afdruno
sive as possible, given our desire to discover the real matiodels of the camera. It
was also clear after our first interview with Tod that the lentkwere not going to tol-
erate any setup that would impede their work. This is a diriyg job, and they were
going to have little patience for anything that made therg stated up for longer than
normal.

We attached a disassembled Logitech webca$100) to the front of the mask,
and sewed a tilt sensor manufactured by AOS$600) into the netting of the mask
that rested on the top of the head. These devices connece8idny Vaio U71P hand-
top computer £$2000) which was placed in a small backpack. Consistent Tuttis
dictum that his bulkers work with the same gear as in incidegponse, we chose to
transmit the video across the Verizon 1XEVDO network, whgght be the only read-
ily available network if, say, a burnt out lab were being oked up. The Vaio lacked
the PC Card slot we needed for a 1XEVDO modem, however, so weected via
802.11 to one of our wireless mesh network nodes, and haddfiie touted through
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1XEVDO from there. The video feed was transmitted to oureera standard VAIO
laptop (FS-790R-$1600) connected via 802.11 to the campus network.

The 1XxEVDO upstream bitrate was measured at between 60 dtighg9and the
campus downstream bitrate at 3.71Mbps. We fixed the franeeofahe video feed to
.5fps to ensure that we would stay within the range of the IREMupstream speed.

The Task. Tod’s task was to use the video that was being transmittednieyod his
bulkers to explain to us the bulking process. This thinksdlnteraction is realistic in
that Tod needs to train others in how to conduct his taskfieesiwhen he is on vacation
or out sick. For us, this interaction served several purgodd It would give Tod a
reason to be viewing the video, (2) it would encourage hinetdalize his impressions
of the system, and, (3) it would allow us to observe the effeness of the video stream
as a communicative device. Did the video provide enoughildethelp illustrate what
he was describing, and at a fundamental level, did he uratetsthat was going on?
As an expert, Tod’s subjective opinion of the system was it to us. The re-
quirements are domain specific, and only someone who hasiexpe operating in a
command center can know if the quality of the video is apgeteifor the task.

5.2 Results

Our camera system was worn by one bulker for the entire eseesghich lasted for
roughly 64 minutes. We detected what looked like severe estimn on the 1XEVDO
link at the 50 minute mark. All of the results reported in théxtion discount the first 6
minutes of data (setup time), and the last 14 minutes of csiadalata.

The bulking task turned out to be very demanding for our Jigadon system.
Bulking is not only labor intensive with constant activitgdamotion, but is also con-
ducted in close quarters (a roughly 3-5 foot zone), leavitilg lopportunity for the
viewer of the video to get the perspective that comes withadewdield of view. The
camera motion was also unlike anything we had seen beforeifitial drills. The
bulker was constantly bending down to his left to pick up andrwveighing up to
27KG), and then placing it in the sink. This caused the viewntwve back and forth
between what we will call the origin 0longitude, O latitude) and -90 longitude,
-9(° latitude. These are quite extreme movements given thedihfield of view of
our camera (4%long, 33 lat). The bulker indicated that he barely noticed our equip-
ment, so we judge that these extreme movements are ref@tgemor this task. It is
likely that similar motion models would be found in the clegrphase of a burned-out
laboratory, where the task resembles a demolition effort.

Tod reacted favorably to the visualization. The lack of tiaicis probably most
telling, considering the novelty of the visualization fdmh He paused for a second
as he absorbed what he was seeing, and then began: “Ok, $s fibliewing Sam as
he’s moving around the room. And as you can see they have d lebrk ahead of
them.” Tod then began describing the bulking process, atjfist giving background
information that did not require access to the visuals. Afies brief interlude, | asked
him if he could tell what was going on. “Yeah, | can tell thah®&s doing the bulking...
This gives me a good look at the funnel area so that we wouldesextions if there was
a chemical reaction. Normally that’s displayed throughoraation. If you're lucky
here (pointing to the screen) you might get a little bit oftthEhis tells me a little
bit about the viscosity. | can see the liquids, whether tleeglugging up. Sometimes
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you get some chunks in there. And the thicker stuff — gels kddike we had a little
bit in there... This definitely lets me know that they'relstibrking. That's really the
important part.”

Tod expressed an interest in flipping through the still pgodphs so that we could
really study individual pictures. We showed him how he cqaddse the feed and move
back and forth through the images while still getting theddirof the visualization.
The visualizations helped us stay oriented as he was désgthe process, and saved
him from having to explain the relative positions of the ireagTod was also intrigued
by the time-stamping and indexing of all the images, as rsiroating timelines of an
event for post mortems is currently difficult because timespures and distractions
undermine recordkeeping.

Tod then noticed the birdseye view that uses arrows and ama$lack backround
to represent the orientations of the camera views that arerttly active. This helped
him orient, and he started using this view to illustrate vehiings were and what the
other bulker might be doing.

We then discussed how our visualization compared to the dhmal view of low
frame-rate data which at these speeds looked more like &seguwof still photos. “Lit-
erally for me, at the moment | would just go full screen on tasticular moving one
(our visualization). | like this here (pointing to the bisy® view). This is telling me
the orientation in the room. | like these two. I'm not reallyea paying attention to
this one (the low frame-rate stream). The individual phataking through. | could be
disoriented with that one... It would tell me that they'revimg around, but after that
it's not giving me anything that | really need for decisidns.

Throughout the exercise, Tod weighed in on why our visutibnatool would be
effective in a control center environment. “...to have aigization that adds credibility
to your discussion, ‘this is what we were doing, and this esglze of the equipment’,
and evaluating what resources are going to be needed foeguéist entries, and hope-
fully we can get this from that single entry. You can’t gettthg benefits of the visual.
It brings us to a whole other level of safety, assurance, antpetence.”

He went on to explain how decisions are made by gut feelingsgdb on the skills
of the people that are involved and on his comfort level withse people. It is all
about contact, he said, and anything that increases cdstgoing to improve these
decisions. Contact is especially important when the liiggeople you deployed are at
stake. “Video gives you a better gut feeling to what is going\ddeo gives you another
form of contact. It builds trust in your decision making.”

Tod concluded with his assessment of the system: “Let mgdelivhat | like about
it. It's not overwhelming. It's appropriate. It's not a hudistraction. That's one of the
things you have to be concerned about — the level of distnacti Yeah, | think you got
it. It really is the combination of the fact — it's another gée It's not the all-empowering
‘this is the tool’, you know. You don’t want that, becausd ilidn’t work you don’t want
to all of a sudden — 'oh we can’t do anything because it's naking’ You don’t want
that. What you want is good components that can go in and luelpand help make
better decisions... It's appropriate. It's not overwheligiilt doesn't seem to be large,
cumbersome, overly difficult.”

Tod also had recommendations for improvement: he wouldtbkeave multiple
cameras so that he could see the scene from multiple anglesghested wider-angle
lenses, and he wondered if he could set up fixed cameras as‘\edh see where |
would put in some more wide angles. | assume | could take otieeste cameras and
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just set it [in the environment]... Most of the events areciuind dirty. You wouldn’t
go with a stationary camera unless it was a prolonged cleanup

5.3 Followup

During the study we were of course unable to show Tod othesiplesencodings of
the data. Thus, we returned a few days after the experimehpeasented him with
a re-creation of the experiment with 5fps encoded at bdratamparable to the orig-
inal experiment, using FFMPEG’s MPEG4 codec, which was axlgrs the experi-
mental H264 codec described earliettp://ffmpeg.sourceforge.net ). His
reaction surprised us: “I don’t have a problem with the reSoh on the right (the
5fps video), but it's almost flipping through so fast that yeunot orienting yourself to
what's going on... Yeah, | like the slower frame rate. It's B0 much because of the
resolution, it's the amount of time that it takes me to knovatdm looking at... [The
5fps video] is snapping too fast — it's too busy — it interfewath my thinking, literally,
it's messing with my head.”

Even after showing him the high quality 6.67fps feed thatlweh captured directly
at the camera, Tod still thought our abstraction was moreapjate for a command
center considering everything else that is going on. A conthe®nter needs to main-
tain a sense of calm [15]. “This is just one piece of informatthat you're going to
be getting. The phone is going to be ringing, people are gtrige giving you status
reports. The [higher frame-rate video] is just too busy.”

We hypothesize that this intermediate frame rate overtdxels closure capabil-
ities. At 30fps, the motion between frames is small enoughttie result to appear
smooth. At 0.5fps, with high-frame-rate segues, there th smoothness and ample
time to dwell on each target frame. At 5fps, there is litthaeito take in any individual
frame, and there is too much happening between frames, foklygu

6 Lab Study

Intrigued by Tod’s observations during the field study thatwdsualization method may
actually bemorepleasurable to watch than high fidelity first-person videejnereased
the scope of our planned lab study. We were now curious if @ualization method
would have broader appeal. Might it actually be an alteveatid the sometimes nau-
seating, “Blair Witch Project” [16] quality of first-persandeo? Would people choose
to watch first-person live video feeds of distant loved oriegivien the opportunity?
Would Grandma want to virtually join the grandkids on a toghe zoo?

We were interested in uncovering people’s subjective ireatd different encodings
of first-person-video. Very simphpo you like it or not?This means that we had to
somehow divorce the content and any perceived task fronuthgnjents. Obviously,
if the goal of watching the video was to read the text of a postea distant wall, for
example, then image clarity would be the most importantiguéalikewise, if the goal
was to detect whether or not a big red ball bounced througlstkee, the frame rate
would be most important. Our task, then, was to impress uperstibjects that it was
the quality of the video that they were judging, and assugetthat it was okay for the
judgment to be purely subjective and even instinctive. Tdemarios that were viewed
and the questions that were asked were designed to achisve th
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6.1 Experiment Setup

We recorded three 2-3 minute first-person video segmemntg @stamera setup simi-
lar to the one described in the previous section, but withseball cap replacing the
hazmat maskGrocerieswas a video of a trip through the grocery store (represeiting
crowded environmentBreakfastwas video of someone making breakfast for the kids
(representing an indoor home environment), G&adbagewas video of someone taking
out the garbage (representing an outdoor scene). Eachse Wideos was designed to
record a task to make the camera motion and the activitieatasah as possible.

The three videos were then encoded in four different wagsFast (eFwas sam-
pled at 1fps and run through our visualization systemcSlow (eSyvas similar, but
sampled at .67fpencldeal (elwas the “ideal” version, encoded at roughly 11fps (the
fastest our camera system could record raw video framel)aniinfinite bitrate budget.
And encChoppy (eQyas encoded at 5fps at a comparable bitrate to the corresmpnd
encFast

Starting withGroceries the subjects were asked to begin watching each of the en-
codings sequentially, but were then encouraged to watch #ilan parallel so that they
could do side-by-side comparisons. The subjects were atldw resize the video win-
dows, and could pause, rewind, and fast forward throughlipe &s desiredBreakfast
was viewed next, followed bgarbage The following questions were given to the sub-
jects prior to the start of the experiment, and answers walieited throughout. The
subjects were encouraged to alter their answers if subsegligs revealed something
new.

— What is your gut reaction? Rank the video feeds in order diepeace.

— Describe the characteristics of each of the video clips. \hyou like it? Why
don’tyou like it?

— Ifit was your job to watch one of these clips all day long, amere was no specific
task involved, which would you choose? Why?

— Would you enjoy watching any of these clips (assuming irging/relevant con-
tent)? For example, to see kids, grandkids, friends, etc.

— Do any of these clips cause you physical discomfort? Whias@n

— Do any of the clips create confusion? If so, is it temporargenpetual?

— Discounting the content, how do each of the clips make yol?fee

— Have your preferences changed? If so, what is the new raRking

These questions were designed primarily to encourage bjects to think critically
about each of the clips. Obtaining a carefully considerediray of the clips was our
main goal. However, we also wanted to analyze the respoosed shed light on their
underlying reasoning.

6.2 Hypotheses

We expected the encodings to be ranked in the following arfipreference: (1) el, (2)
eF, (3) eS, and (4) eC, but thought some may prefer eF or eSetvet was a last-
minute addition to the study after one of the authors felttke lgueasy while watching
eF. We hypothesized that dropping the frame rate a little malge the difference for
some subjects prone to motion sickness. €S also encodestoldxEVDO network
bitrates.
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6.3 Results

Subject Sex Age Game Exp Initial Pref Final Pref Nauseating
1 M 20 T el,eF, eSeC eleF,eSeC el eC
2 F 60 F eleS eF, eC el,eS eF, eC eC
3 M 40 F el,eF,eSeC eSeFeleC el
4 F 40 F eF,eSel,eC eFeSeleC el
5 F 60 F eleS eF, eC el,eSeF, eC eFeC
6 M 30 T el,eCeF,eS eleF eC,eS eC
7 F 30 T el, eCeF, eS el,eF,eSeC el eC
8 M 30 F el,eS eC,eF el,eS eC,eF el
9 M 20 F eSel,eFeC eSeleFeC el
10 M 30 T el, eCeF, eS el,eC,eF, eS eF
11 F 30 F eSeFel,eC eSeFeleC eC
12 M 30 T el,eF, eC,eS el,eFeSeC el eC
13 M 20 T eCeF, eS el eC,eF eSel el
14 M 60 F eleF, eS eC el,eF, eS eC eC

Table 1. Summary of resultsGame Expstands for 1st-person-shooter game experiehuéal
Prefis the gut reaction ranking given to each of the encodingd,Final Prefis the final ranking.
References to our encodings appear in bold.

The following summarizes the data found in Table 1. 14 subjearticipated in this
study, 10 male, and 4 female, ranging in age from 20 to 60. étlitlvo of the subjects
preferred at least one of our visualizations to the chopppdimg, and 4 of the subjects
actually preferred our visualizations to the ideal encgdirat was used as a control. All
of the subjects reported that some of the video clips causeat physical discomfort
(nausea, mostly). el and eC were the common culprits for this two individuals
had trouble with eF. 6 of the subjects preferred eS to eF, mmadl of these cases the
preference was very strong. None of these 6 subjects haghéirsbn-shooter game
experience. 4 of the subjects changed their ranking of tkedings midway through
the experiment, and in all cases our visualizations werkaghigher.

6.4 Analysis

We were surprised by how well our visualizations were resgiNot only did 4 of
the subjects rank our visualizations higher than el, theseevalso 4 others who were
explicitly on the fence, and saw definite benefits to the \izgations. Our visualizations
also seemed to grow on people. 4 of the subjects changedramiings towards the
end of the experiment, moving our visualizations higherrief@rence. Everyone in the
study liked the visualizations, regardless of how they eahthem. The following is a
sampling of the positive qualities voiced by our subjectm, smooth, slow-motion,
sharp, artistic, soft, not-so-dizzhere were of course some negative characterizations,
too: herkey-jerkey, artificial, makes me feel detached, insecur

The clearest pattern was the subjects’ dislike of eC. Wedisltuss the two excep-
tions to this a little later. Most stopped paying attentioreC early in the experiment
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because the quality, to them, was obviously much poores TEuk of consideration
may explain the occasional absence of eC but the presenténahe Nauseacolumn
in Table 1.

Many of the subjects had a strong personal criterion that threed for judging
the videos. For some, it was clarity of the images and for rstitewas the lack of
choppiness. There were also those who were most influencedusea.

The clarity camp (subjects 2, 5, and 14) is interesting beediuwas not until the
end of the study that we realized what bothered them abouvisualizations. Sub-
ject 5 kept reiterating that the characteristics she sowghe “slow and clear”, and yet
she chose el over eS. The image quality of el and eS shoulddwereidentical, and
eS did not have the fast, jittery quality that the “slow” regtiwas an obvious reac-
tion to. Subject 14's similar responses solved the puzzldhogh the image clarity
of the individual images is high in our visualizations, there-blend performed during
transitions causes a temporary blurriness since the aéghbetween images is not per-
fect. Transitions that do not use an alpha-blend have aicenpg@eal, but we ultimately
chose to include the alpha-blend in the clips used for thidysbecause, in our opinion,
the alpha-blend makes the transitions feel smoother amdecahs well as assisting in
closure. It would be interesting to get the clarity campaatéon to non-alpha-blended
transitions. For those who used the lack of choppiness &smtiaén criterion, the non-
alpha-blended transitions would probably be unfavoradteived.

It was fortunate that we added eS to the study, because eSathafithe difference
for some. Subject 8 actually ranked eF the lowest becausasijwst too “herky-jerky”.
Subject 9 liked €S the best, but ranked eF below el. eF “hatfiagpmotion sickness
feel.” Others, on the other hand, had strong negative @#tp €S, because it was too
slow and boring. There appears to be a strong correlatiovdsgt an individual’s lack of
first-person-shooter game experience and their prefefenes. None of the subjects
who preferred eS had any game experience. First-pers@o-vidnot something that
people get a lot of experience watching, unless they platggsson-shooter games.
We surmise that with more experience, people may actuadiiepthe speed of eF.

This study helped us understand why first-person-video eaoldifficult to watch.
It mostly boils down to control and expectation. Obviouslg il have experience
watching our own first-person-video every day of our livesiwdre we not bothered by
it? We are controlling where we look, and because we are alting it, we anticipate
what the motion is going to feel like, and we have a pretty gded of what to expect
when the motion stops. When watching something throughhangerson’s eyes, how-
ever, that expectation is lost, so we are always playindeafc Subject 4 preferred our
visualizations over el precisely for this reason. She dzatl ¢l was moving so fast that
she could not pick up any of the details. Just as she was abdottis on the current
scene to comprehend it, the view moved to something elseliltethat eF gave her
the extra time to actually absorb what was going on.

Subjects 10 and 13 were the only ones who preferred eC overisualizations.
Their reasons were quite different so we will consider thedependently. Subject 10
simply preferred traditional video to the visualizatiokke could see the value in the
visualizations, and was not confused by them, but he fe#tahetd watching them.

Subject 13 is an interesting outlier. Not only did he rank &€ highest, but he
ranked el the lowest! In a post-experiment interview werdedrthat he preferred the
artistic quality of eC. It was edgy. He was bored by el and tbita little bit nauseating.
He also liked the artistic feel of our visualizations, butraktely the “predator” feel of
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eC is what drew him towards that one. Clearly, people arewifft — there is no way
we could ever create a solution that appeals to everyone

The different scenes did not appear to make any differenteasubjects’ pref-
erences. None of the scenes were responsible for a changekimg. People seemed
to enjoy watching théBreakfastvideo the most because of the presence of the kids.
This video was probably responsible for all but one of thgesttb indicating that they
could see themselves enjoying watching live first-persolewiof their loved ones. In
this context, some of the subjects who liked el the best thooigr visualizations would
be more appropriate. This can be attributed to the fact tlzatynfiound our visualiza-
tions easy to watch. Details are probably not very impoititatitis context, so the lower
frame-rate would not be a factor.

6.5 Secondary Study

During this lab study we took the opportunity to investigétte subjective value of the
morphing performed when transitioning between frames wexe aligned via point
matching, as described in section 3. It was not clear thaphing was providing much
benefit, and when the vision algorithm occasionally retdiineorrect matching points,
the morph looked startlingly bad.

We had our subjects do side-by-side comparisons of a morah@son-morphed
version of theGarbagevideo encoded as eF. They also made a similar comparison with
the Groceriesvideo, although this time the transitions were slowed dowyrmabactor
of 8. None of our subjects could discern any difference betwtae morphed and non-
morphed versions of tharbagevideo. After watching th&roceriesvideo, most of
the subjects still barely noticed a difference, but many dadgue preference for one
over the other. These preferences are not surprising ihdigihe range of preferences
cited above: 4 preferred the non-morphed version becaussisofter and rocked less,
and 4 the morphed version because it was sharper.

All of the subjects were able to see the differences oncewsg pointed out, and
stop-motion revealed that the alignment between the marjshages was much better.
So why is it that the subjects had such a difficult time sediegiifferences themselves?
We hypothesize two explanations. (1) Our brains are so gboahamitting closure that
unless there is perfect alignment between images, varggeegs of misalignment (to a
point) are perceived as being the same. There are times Wdmnre is being performed
consciously, but for the most part this is a process that éppnconsciously, and
people are only vaguely aware of it happening. (2) The istarg content of the scene is
the dynamic elements — the very content that does not gethredipecause no matching
points are found on them between frames.

7 Conclusion

We have presented a visualization technique for displajomgbit-rate first-person
video that maintains the benefits of high resolution, whil@imizing the problems
typically associated with low frame rates. The visualizatis achieved by performing
a dynamic visual interpolation between frames using meta ckgptured from a digital
pan/tilt compass or inferred using vision techniques. Wesltiemonstrated with a field
study that this technique is appropriate in a command cgnteontrast with traditional
low-bitrate encodings which may cause disorientation dngigal discomfort. Our lab
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study showed that people may actually choose to watch swugovior entertainment
since it has the unexpected benefit of eliminating the “BlaNitch Project” [16] ef-
fect — the nausea-inducing jumpiness typical of first-penrdgdeo. Indeed, 4 out of 14
subjects in our study actually preferred this visualizatio the high frame-rate, high
quality video that was used as a control.
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